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FOREWORD

The re search presently repo rted was supported by USA F Flight Dynamics
Labo ratory, Wr ight-Patterson AF B , Ohio under Contract F336 15-77-C-3144
over the period 20 Septembe r 1977 to 20 May 1979. The technical monitors
were Dr. L. Earl M iller and Mr. David Johnson of AF FDL/FXG. The researc h
is a continuation of that reported In Ref. 1 , init iated in an effo rt for USA F Wea-
pons Labo ratory. Kirtland AFB , New Me xico (AFWL /PGA).
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SYM BOLS

X
1 

horizontal position components , VehIcle #1

‘2 ’ ~~ 
horizontal position components , Vehicle #2

V1 . V2 speeds of Vehicles #1 and #2

~ I.~ 
x 2 heading angles, Vehicles 01 and #2

• turn rates , Vehicles #1 and 02

C navigation ratio

• e polar coordinates of Vehicle *1 relative to Vehicle #2 , defIned by
eqs. (10) and (11)

weapon angular trainability limit

• extended-weapon -envelope functions for capture by player #1 and
player 02. See Fig. 1

‘~~ •~~2 generalized miss quantities defined by eq. (13)

generalized-miss difference -

interpolation scala r

normalized state increments employ ed for inte rpo lation in cell
structure

p1 switch-surface indices

ft game-of-two-cars miss estimate defined by eq. (14)

h altitude

V velocity

E specific energy h + ~~j
• y path angle to horizontal

bank angle
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throttle setting

L lift

D drag

a angle of attack

C~j M) aerodynamic limit on lift coefficient , Mach-num ber dependent

CT lift-coefficient limit , the lesser of aerodynamic and structural
limits
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SUM MAR Y

Results are presented for the development of a preference -ordered discrete -

gam ing air-to-air -combat model. A parameterized model was employed featur ing

gaming choice between several closed-loop control policies , approximatel y optimal

switchtng s between policies being provided by an act ive-cell structure in the state

space, which is divided Into regions of two types of draw and three types of capture.

• The technique for building up the aggregation of active cells received much attention.

A cell struc tu re was adopt ed in which cells In the state space are partitioned in

terms of eLapsed t ime from the init iation of an encounter , this being relevant to

control-pol icy choice through the definition of a dra w outcome in term s of elapsed

time. The buildu p techniq ue evolved adds one cell at a time to the aggregation of

active cells. It tu rns out that few additiona l capture cells are accumulated past

15 or 20 sec. elaps ed t ime , and that the 30 sec. maximum time employed In

most of the example computations may have been excessive. The preference-

ordered gam ing techniq ue I s described in Ref. 1 , generated In part dur ing an ante-

cedent effo rt for NASA-Am es and AFWL . Much of the mater ial of Ref. I has been

includ ed in the pres ent report In the interes t of a reasonably self-conta ined pre-

sentat ion .

The body of th is repo rt contains sections deal Ing with cell buildup technique ,

examples of prefere nce-o rdered scoring of the game matrix , graduation of draw

outcomes via a th rea t-reciproci ty concept , a reprisal-strategy scheme which ex-

ploits oppone nt ’s errors by ext rapolation , choice of altitude for 3-D modeling and

a description of point-mass simulation model making use of da ta from gain ing

models for contro l logic.
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SECTION 1

INTRODUCTION

A capab ility has evolved for the solution of pursuit/evasion differential

gaines with vehic le models suflic ient lv realistic to be of some practical Interest.

Howeve r , the liter ature focuses almost entirely on the case of an evader unde-

f ended save for evasive maneuvering, and has only limited applicabil ity to air

combat between aircraft of roughly equal capability . One approach to this situa-

t ion ~‘.hieh has rece ived some atte ntion is the calculation of outcomes with pursuit
• and evasion roles assigned and again wi th  them interchang ed , then the use of these

to define su rfaces separating win , lose , and draw region s (Refs . 2 , 3). ThIs ap-

proach lead s to amb iguous results ~.t th large-.~nve1ope weaponry , which produces

a large mutual-capture region when the assumpt ion of pursu it irrespective of the

• consequences Is mainta ined . A technical approach to pre lLm~~arv maneuvering in

the face of possible d raw and or mutua l capture has been examined conceptually

I n Ref. 4 and is developed in a preliminary wa~ i n the presently repo rt ed effo rt .

P resent focus is on analyzing the first few seconds of a one-on-one air

engagement usi ng rather crude physical modeling and control logic , but em-

phasi zing rational choice between stra tegies , according to player preference

among outcomes: win , loss , mutual capture , pu rposeful di sengagement , draw.

The prefe rence-ordering fo rm ulation is due to M . Falco (Ref. 5L The approach

presentl y explored cannot be expected to be very satisfactory for prot racted air

duels , e. g. , “dogflghting ” with gun armament; it Is a creature of large-envelope

weaponry .
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SECTION II

VEHICLE MODEL ING

Planar motion of two constant-speed vehicle s is described by the equations:

= V1 sLn ’~~ (1)

— V1 Co. (2)

V2 sin (3)

~~ ~2 (4)

= w 1 (5)

(6)

Steeri ng by proportional navigation with bounded turn-rate provides aggressor
options:

w 1 - 

~~~~~~~ 
I f 

~~~~~~~~
•.

= if  
~~

(7)
= if

= Ce

and C 0 is the so-cal led navigation ratio.

A defensive option is provided by tu rn-and -dash-away guidance, wh ich
effect s a turn away from the sight llne direct ion , bringi ng the vehicle ’s velocity
vecto r ant i-pa r allel to the sighti lne. In this case , tic , appearing in (7) , is
given by

2
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I
(X ,,— x 1) (y, —y 1)

— _ c~~1[ ~r ~~~ ~‘i r sin~~ 1]

(x 2-x 1) ()~ -y 1)

r s(n X 1 - r coa X 1] ~~0

• — r (x~ — x 1) (y2 —y 1)
— - signuin L r ~~~ 1 

- 

r ~~
(9)

(x 2 — x 1
) (v~— v l

)

r 
s(n X 1~~ r cos~~ 1] - ’O

Sim liar offensive and defensive options provided the second aircraft define w , .

Relat ive polar co~ rd I nates r , 9 are useful , and are given by:

r J ( X
1 

- ~~~ - (10)

8 — arcta n - (11)y l —~~2

•1
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SECT ION III

CAPTUR E CRITERIA

Weapon envelopes Idealized in terms of a radius limit ~ and an angular

tra inability limit ~ are assumed in the illustrative examples to be presented ,

although the computational approach also lends itself to more real istic envelopes.

Thus , Vehicle #1 captures Vehicle #2 when ~~~~~ and

- ( s i n  9 sin cos 0 cos � cos (12)

The descript ion of Vehicle #2’s weapon envelope employs a similar form; how-

ever , the example computations will employ a composite of circular segments

for two weapons of differing lethal radii and angula r limits for Vehicle 02.

S
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SECTION IV

PREFERENC E ORD ERING

U both airc raft are manned and only one (Vehicle # 1) has the possibility of
disengagement upward by virtu e of highe r ceiling, reasonable pre ference ord ers
are 1 , 4 , 5 , 3 , 2 for Ve h tc l eOl , and 2 , 5 , 4 , 3 , 1 for Vehic le 02 , where the scort ng
is

I I captu res

2 : 2 captures

3 : mutual capture

4 : 1 diseng ages

5 draw

In the interest of more nearly unique determ i nat ion of optim al control parameters,
it is advantageous to adopt graduated prefe rences with in each category, thus :
min imax time in I , maximin t ime in 2 • maximum time in 3 , minimax t ime
in 4 , minimax energy difference (in rough estimate) in 5 .

I

1

1 
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SECTION V

DRAW-SPACE INDICES

Control logic for maneuvering in the draw region has received insufficient at-
tention in the 2-D modeling of Ref. 1 and , for that matter , in air-combat modeling in

general. The threat-rec iprocity concept of Ref. 4 Is of inte rest in this connection ,

and is developed further In the following. An appropriate measure of generalized

miss is the extended-weapon-envelope idea of Roberts and Montgomery (Ref. 6) illus-

tra ted in Fig. 1. ThIs offers miss measures suitable for use with the discrete-

gaming model , the minima versu s time of the generalized misses of the two combatants

furnishing data for a scori ng index in the draw region .

The functions and Q2 of the j oint state describe extended weapon en-

velopes for the two players. ~~O corresponds to the capture envelope of player

•1 (Fig. 1); the function to

Q — mm Q ( t )  (13)1 ~~~~~~ 
1

The gene ralized misses and are defined for !~~ 
control histories , not

necessar ily opt imal . In part icular , they are defined for the trajectory pairs

corresponding to each mat rix element for which the outcome is a draw.

The following exam ination of control rationale, in the context of the pref-

erence ordering which is appropriate to combat between rnsnned vehicles , is due

to Eugene Cliff of Virgi nia Polytechnic Institute. The assumed preference ordering
• i s 1 , 5 , 3 , 2 for player #1 and 2 , 5, 3 , 1 for player #2. A 1 outcome denotes cap-

ture by player O l , a 2 by #2 , 3 denotes mutual capture, and 5 a dr aw. The

• special type of draw designated 4 In Ref. 1 will figure in the fi rst example to be

presented , but not in the second.

6
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If Q2~~’ 0, player il can be aggress ive and minimize however , if

~ 0 , the n player ‘1 must evade and maximize Q2 . If >> 0,  then #2

can be aggressive and minimize Q2 ; however , if ~ 0 , then player *2 must

evade and maximize . Thu s, there are four possible qual itat ive “states ”

and associated desires within the draw region.

A Q > > O a n d Q2 > > 0

#1 will mm

•2 will mis

B Q
1

>> 0 and Q,,~~~0

.1 will max

.2 will mis Q.,

C 
~~~~~ 

and Q~, >> 0

•1 will mis

•2 will max

D Q 1
.~~0 and Q~~~~0

•1 will max

•2 wtU max

This subdivision of the draw space is shown in FIg. 2 , which also shows 1 , 2 ,

and 3 capture regions. In “ states ” B and C , zero -sum game theory “works”

in that the players agree upon an objective , each in opposition to the other.

7
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The threat-reciprocity concept blends the control policies in the draw space

smoothly between the regions, in terms of the relative importance attached to

and in each player ’s control choice. The implementat ion adopted En the pres-

ently reported first computational attempt , however , is much cruder than this.

Essential ly , it is the use of 0 and 1 weights In regions B , C , and D , as noted

In the precedi ng list ing, and the use of minim ax ‘~~ - - in region A.  The

thre shholds were set somewhat arb itrarily at Q ~ 1. 2 .

a
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SECTION VI

DISENGAGEM ENT

• The possibility of a deliberate disengagement , as distinct from an inco~-

clusive draw , may be provided for under appropriate circumstances. One such ,

which is compatible with the present modeling, is the atta inment of a large enough

energy advantage, which , taken together with a substantial superiority in ceiling,

permits escap e upward . in the first example to be presented , Vehicle #1 , which

has less effective weaponry , has highe r performance and the capability of dis-

engaging upward by zooming, given sufficient specific energy , with the possibility

of mounting a second attack subsequentl y.

Disengagement estimates are made very roughly, without actually Integrating

specific energy changes , by assuming that = ~ along the entire traj ectory .

This is actually a fairly good assumption in the single-pass scenario of the present

exampie. The choice of turn-rate bound involves possible sacrifice of energy rate

for Inc reasi ng turn rate , on account of maneuvering-drag build -up. Thus , a choice

of the bound s and t 2 implies a time at which disengagemen t La possible , unless

capture by Vehicle ~2 has occurred earlier. Any less favorable outcome past this

time is scored as a disengagement.

~ ~~~~~
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SECTION VU

CELL BUILDUP TECHNIQUE

A measure of opttmixa tion may be provided within the confines of the

parameterization adopted, and othe r “coarseness -of-mesh” limitations , by use

of Kopp’s “backing-up” idea (Ref. 8). SwItching between guidance modes and

parameters is permitted both players at preset Intervals. Optimal guidance

choices are stored in cellular subdivisions of the joint state space (Ref. 5).

Some optimal guidance choices are first determined for cells neighboring the
target set by integration forward in time of short trajectory pairs , originating

from thei r midpoints. These trajectories are term inated after three seconds.

They are then scored as described in the preceding section. It can be argued
that the preference-ordered matrix choice is optimal within the chosen parame-
terization , if the trajectories are sufficiently short and the cellular mesh I s

sufficiently fine . The optimal guidance choice is then stored for use suheequently
during passage of trajectories through such a cell , now termed an “active ” cell.

The data of the first three tables presented En the following section were

obtained without the use of an active -cell stru cture — no guidance swttchings.

The results of Tables 4 and 5 were obtained with a cell structure comprised of

250 cells in the 3-space , each divided into ten subceils according to time re-

maining until att*Inment of the specified 30 sec. maximum time. A draw out-

come from a matr ix scored with abort t rajectories Is used to act ivate only the
short time-to-go subcells.

The simplified energy bookkeeping used for figuring disengagements is not
compatible with the use of act ive-cell structure because the more intricate book-
keeping version , to which th. combination leads , amounts to rough estimation of

energy-modeled disengagements — five-state instead of three-state. Some ex-
perimentation of this kind has been done; however , dI.engagements were figu red

without guidanc e switch ing. in the re sults to be presented, I... , the active-cell



guidance overridden. All disengagements are assumed to be Initiated at time

zero and are , in essence , decisions not to engage. This seems reasonable for

scenarios in which both participants employ gaming logic , precluding blunders ,

although It would likely be unsatisfactory in other sett ings.

The variables of the jo int state space are the separation distance , r , and

the headi ng angles of the two vehicles measured from the line of sight . Each cell

is divided into subcells according to time remaining until attainment of the specified

maximum time : thus , In the first example , there are ten subcells. Development of

cell buildup tec hnique , since the work of Ref. 1 was carried out , has resulted In sig-

nificant gains in computational efficiency and considerable simplIf ication. The fol-

lowing descript ion applies to the improved procedure , which employs a more rigid

discretization than the former one: changes in guidance are implemented at three-

second Inte rvals and , si milarly , captures are scored oaly at the mesh points. A

major effect of the change is that trajectories generated in buildup calculations al-

ways find themselves in active subcells after the first three-second interval , and

none need be disca rded for passing through neut ral subcel ls.

The ceLl buildup starts with three-second t rajectories originating from the

midpoints of target-set ceLls in order to determine which correspond to mutual cap-

tures. A dozen trajectories are generated from each , corresponding to various

gu idance combinations , as described in Ref. 1. The matrix scoring decides whether

the subcell has a single-captu re outcome or a mutual-capture outcome (determined

by the occurrence of a second capture within three seconds) . Target—set cells in a

region of overlap of the two target sets can be scored without trajectory integrations ,

as the mutual-capture outcome is obvious at the outset. Such cells have the 3 out-

come (mutual capture) in all ten subcells and no guidance choice stored , as the out-

come is Instantaneous and indepe ndent of guidance. For other target-set cells whose

scoring results In a mutual-capture outcome within the three seconds , the subcefls

_• • ———  -• • •~~-.---~- - - - -  •



are activated with 3 outcomes plus whatever guidance combination emerged from

the matrix scoring . Next , a dozen three-second t rajectories are run out of each

cell , starti ng at time 27 sec. , and scoring done via the matrix procedure. The

trajectory emergi ng from the matrix scoring is termed a “lead traj ectory ’~ T ra-

jectory integrations are continued until the maximum duration , 30 sec. , if no

capture has occurred by then , or until capture plus three seconds , in order to de-

term ine whethe r there is a mutual capture. Thus , some nominally three -second

traj ector ies are actually six , etc. The continuing buildup employ s progressively

longer trajectories : six-second trajectories starting at 24 sec. , etc. When a

subcell is activated with a capture outcome , the same outcome and guidance are

used to generate all of the longer-time-to-go subce lls of the particular cell.

Active-cell data are ordinarily presented In three arrays of computer

printout. The first two arrays relate cell numbe r and cell content. The third

a rray locates the cell in state space. The content of each subce ll is represented

by three digits , of which the first two are guIdance ( 1 through 12) and the last

is the outcome. The shortest-time-to-g o subce ll data appears on the left of the

word in the second array, the longest on the right in the fi rst array. Thus , the

printout for cell *162

091 091 091 091 091

in the first array , and

015 015 015 091 091

in the second , Indi cates that , for the three shortest-time-to-go subcells , the

outcome is 5 (a draw) and the guidance is 1 , while for the seven longest-time-

to—go subcells , the outcome Is a 1-capture and the guIdance 9 .

12
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The ent ry in the thi rd array

1 0 9 0 5

indicates by lie first dIgit , 1 , that the separation between the two aircraft lies
between 0 and . ~~ n. ml. for the part icular cell. The next two digits , 0 9 ,
indicate that the function ir - x 1 + e of the first vehicle ’s head ing relative to the
sightilne direction lies between 600 and 90° . The last two digits , 0 5 , de-
not e that s

~~ - 9 lIes between 90° and 180° .

13



SECTION vm

CELL INTERPOLATION LOGIC

The active-cell representation of guidance , described In the forego ing , forces

guidance switchtng s to take place at cell interfaces , and produces a somewhat jagged

app roximation to a switchin g surface In the three-space. An imp roved represent ation

using interpolation between cell midpoints is described in the following . The tech-

• nique has not been evaluated computat ional ly and is described only for completeness

and as a poesibie p rograrn growth item.

I f the cell and its neighbo r are , for example , deep in the draw space , the

appropriate Lnterpolatio rr index is Q - 
Q.~. If the guidances of the two cells are

row-d i ffe rent or column -d i fferent , the switching crossove r may be located En linear

app roximation by equating the linearly interpolated representation of Q* for the two

matrix elements in question , producing an interpo l ation scalar 
~~
, 0~ c ~ 1 , which

is the f raction of the distance between midpoint s at which switching should occur.

If the guidances are both row-different and column-differen t , the presence of two

Inte rsect ing switching surfaces is implied . These are considered separately and

the two c values averaged , in the approximation of present intere st.

The computation of c values requires availability (storage) of the mat rix

elements and associated graduation indices. The storag e requirement is substantial

but temporary , hence the interpolation is done at the conclusion of each time-to—go

“layer ” duri ng the bu i ldup of active cells. Since each cell has as many as six

neighbors , permanent core storage is provided for six ~ values , each rounded to

three decimal digtta~

If z 1 , i 1 , - -
‘ 

3 , are cell-variable increments measu r ed from the mid-

point of the cell containing the current state-point , normalized to the distance between

14
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• the midp oint of the cell and the appropriat e neighbo r , then

~
z i~

• ~~~~= - ~~
--— i = 1 , - - , 3

is useful for determining whethe r the guidance of the reference cell or that of one

of its neighbors should be used . Three of the six L~ values stored are selected

according to the signs of the components of f or  use In computing the p1 The

val ue is taken as zero where there is no neighbo r or where the neighbo r has

the same guidance as the reference cell. If more than one of the three neighbors

of interest has the same guidance , t he p value for the two or three is determined

jo intl y as

k . 3

1’

~
_
1 “ )

which accou nts for angling of the switch surface to the cell mesh. If all cell p1
calcul ated a re p 1 

‘
~ 1 , reference-cell guidance is used . If at least one p~ > I

t he guidance of the neighbo r correspo nd i ng to the largest p 1 is used .

Interpolati on ind ices a re employed as follows , acco rding to the pairing of

outcomes in the reference cell and the neighbor under exam i nation:

1 & I ti me-to-capture

i & 2

l & 3

l & 5

2 & 2 tI me-to-captu re

2 & 3

2 & 5

3 & 3 tLme-to-capture

3 & 5

5 & 5



The interpolation between active-cell midpoints is intended to produce the

equ ivalent of a finer cell mesh , as far as steeri ng errors are concerned , or ,

alternatively , permit the use of fewer cells for the same magnitude of error.

I
16
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SECTION DC

DESCRIP TION OF EXAMPLES

In the fi rst example to be described , Vehicle ‘1 has conventional weaponry ,

2 n.mtle s , and o~~ i~~
0

. Vehicle 02 has identica l weaponry , but i n addition

has wide -angie special weaponry , j 1.5 n. miles , and ~y -
~ 6d~. Vehicle #1 , how-

eve r , has slig htly highe r turn rates , both maximum instantaneous and sustainable ,

and more favorable energy rate at ans’ given turn rate. Vehicle ‘1 i s allowed a

fou r-was choice: proportional navigation with any of three ~ val ues , maxim um

instantaneous , maximum sustainable , and zero : dash-away . Vehicle 02 , who must

wi n early or never , is restricted to choice between propo rtional nav igat ion with

maximum Instantaneous and max imum sustainable r ates , and da s h-awa y. The en-

gag ernent takes place with both craft at a specific ene~~ v of 31 , 000 ft. Speeds are

a round 1000 ft . sec .,  varying somewhat with choice of ~~ . The aircraft are those

of Ref . 7 . 01 the twelve combinations of control options , f i ve permit disengagement

at variou s t imes before the 30 sec . cut-off that denotes a draw if no capture has

taken place .

th the second example , the vbeaponry is the same as that just descr ibed :

howeve r , t he perform ance and man euverabil i t y cha racteristics are those of a

d ifferent aircraft , a ve rsion of the F -5 , and the opponents are identica l .



SECTION X

• SCORING

For a given set of initi&l conditions , the trajectories are calculated twelve

times , once for each combination of control parameters , and the results arranged

in matrix fo rm , thus:

V1

V2 
~~~~~~~S / ~~~~~~~~~

max towa rd 3 3 2 5 1

med toward 3 3 2 2

tu rn — and - 1 1 4 5 j
dash -awa y

Here ‘toward ” implies proportional navigation.

Each matrix (a scored twice , once with what might be called a mintma.x

rule, again with a maxtm in rule. The first player chooses the column , the second

the row, according to his preference order. In min imax , the first player is as-

suined to have chosen (1 ret ; for each c~otce of column , the row choice is given by

~ 3 3 2 2 :

The first player , anticipat ing this , would choose the outcome 3 , the mintinax

score. In ma.xtxnin, the second player is assumed to have chosen the row first .

For each choice of row , the preference—ordered choice of column by the first

player results in

I
~
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5

3

1

The second player ’s choice of row , in anticipation of ibis , is the outcome 5 ,
the maxim in score.

The terms min imax and max(min are employed very loose ly here , as the
gam e of interest is not natural ly zero-sum unless player ~l ‘ a pre fer ence orde r is
the oppos i te of player •2 ’s , and this does not a rise naturally in familiar battl e

sett ings.

I
I

~ 
i~ 
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SECTION XI

GAM E-SCOR ING ILL USTRA TIONS

Examples were sought which exhibit a variety of outcomes in the scoring
matrix , yet do not have too many confusing guidance switching s b rought about by
the act ive-cell stru cture. It turns out that such cases are scarce and , finally, a
six-second limit was im posed upon engagement duration En order to provide one.
A second example , more interest ing but slightly more complex , also features a
six—second limit.

The first case chosen has the participants separated by just under 2 n. m.
at the outset , each En the other ’s forward hemisphere. The maneuvers corre s-

pond ing to the various element s En the mat rix of init ial guidance choices are
sketched in the accomp anying figure . The matrix is

2 2 2 2

3 2 2 2

1 5 5 5

Here 1 one-capture , 2 two—capture, 3 • mutual capture, 4— dIsengagement,

and 5 —  draw. No 4’s occur on account of the short duration.

Th. maneuvers corresponding to each element of the matrix are noted on

each of the dozen sketches of FIg. 3.  There is nothing subtle about the interpreta-
tion: 02’s best maneuver is a maxtxnum-rate turn toward #1 , which effects cap-

tur e early no matte r what maneuver Ii choose (top row). Should #2 turn less

vigorously (middl. row) , 01’s best maneuver is a maximum-rats turn toward
02 , and this results in a mutual capture. An evasive turn away from his oppo-
nent (a a blunder for 02 , as. In th is event , •i captures via his best maneuver ,

a maximum-rate tu rn toward 02 (bottom row).

~ A~:i~~:T:Il ::~~~~~~ 
_ _ _ _ _



Ma tr ix scoring is carried out according to the preference ord~’rs 1, 4,

5 , 3 , 2 for #1 and 2 , 5, 4 , 3 , 1 for .2. The general idea is similar to the

“ worst case ” concept familiar from system design , altho ugh the closed-loop-

control aspect , which makes the p roblem into a game , Introduces subtle dif-

fe r ences. None of these complicate the part icular example , however.

01 chooses the column of the matrix and #2 the row , each assuming

the worst , fro m his own viewpoint , about the other ’s choice. A choice of a ma-

tr ix element amoun ts to a particular selection from a four-way guidance choice

by ól and from a three-way choice by .2 .  Actually, it is onl y an initial selec-

tion ; switching s in guidance take place as the point In Joint state space moves

throug h the active-cell structure. In the example , no swttchuigs occur , except

in the draw outcomes.

Looking at the matrix of outcomes , # 1 reasons thus: if #2 turns away,

I may choose between the outcomes of the bottom row and obtain a one-capture

by opting to turn sharply toward ~2 ;  if .2 turn s toward me at medium tu rn rate ,

my choice of outcomes in the m iddle row is again sharply toward , which effects

a mutu al captur e: if •2 turns toward me at maximum rate , 1 am captu red no

matter what and choose my guidance for the longest time to capture in the top row

(un fortunately, due to dtscrettzation , they are all two-second captures , and the

choice of first colum n Is made arbitrar ily) .

#2 can think through this before choosing the row; he is thus choosing

bet ween the elements of a column vector

2

3
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and the top element is his choice, this correspondi ng to a choice of top row in

the matrix. The score of the matrix Is 2 , provided by the preference-ordered

choice of first row, first column, which corresponds to both guidance choices of

turn max toward. It happens that , In this part icular engagement , the wide angle

weaponry never comes into play. #2’ s win is due to a slight advantage In geometry

at the beginn ing of the engagement.

A second example has the scor ing matrix

3 3 2 2

3 3 2 2

1 1 1 1

The trajecto ries are shown In Fig. 4. The outcome Is mutual capture provided

by second-row , second-column initial guidance choices. Although the confronta-

tion is not head-on , it has the element s of a game of “chicken” , made lethal by

the reach of weaponry. If either vehicle tu rns away init ially, and the other does

not , the player turning away is captured. If both turn away initial ly , as In the

lower right sketch , the geometrical situation shortly later favors 41 , who cap-

ture s irrespective of further evasion by 02. The act ive-cell guidance adopted

subsequentl y by #2 merely prolong s the duration to capture . In the engage-

ment under discussIon , #2’s wIde-angle -weapon coverage is a decisive factor.

Guidance switching . arising from passage of the trajectory pai r through the cell

structure are Indi cated on the trajectories by tick marks followed by the new
guidance combinat ion In use, the numbers I through 12 denoting the matrix-
element combinatio ns.

22
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As in the preced ing example , the first player chooses the column , the second

the row , accordin g to his preference order. In minimax , the first player is as-

stuned to have chosen first ; for each choice of colum n by *1 , the choice by #2

Is arrayed in a row as

t 3  3 2 2 1

The first player , anticipating th is , would choose the outcome 3 • the minimax

score . In maximin , the second player is assumed to have chosen the row first.

For each choice of row , the preference-o rdere d choice ~~ the first player re-

sults in

3

3

1. J

The second player , in antici pat ion of this , chooses the outcome 3 , the maxi-

mm score. The terms mtnima.x and ma.xtmin are employed loosely, as the game

is not naturally zero -sum unless player I i ’ s preference order is the opposite of

player ~~~~ and this does not arise naturally in familiar battl e settings. In the

inter est of more nearly unique determination of gu idance options , graduated pref-

erences are ad opted within each category. Thus : rntntma x time in I : maxtmin

time in 2 : maximum t ime in 3 : reciprocity in 5 accord ing to the scheme of

the preced ing section.

Close examinati on of individual encounters , such as the two jus t described ,

led to a modeling refinement , %I z . , a shift in preferences following a first capture

so that the capturing playe r subsequently maximize s his own mar gin against cap-

ture. This chan ge was found to redu ce the numbe r of mutu al captures in a family

of engagemen ts by roughly 3 to 10% . The refine ment is not incorporated In the

results for a first example Immediately following , but is incorporated in those for

a second example to be presented in a later section.
2~

~ -- —- .- ~~~~~~~ -- —~~~ 
,~- ——-

~~~
- — — ——

~~~~~~~~~~~~~~~~~~~~~~~~~~~~~



SECTION Xii

RESUL TS FOR A FIRST EXAMPLE

Fourth-order Runge-Kutta integration with I sec . ti me steps were uaed .

The Interval of 3 sec. is used as a bu ilding-block for determini ng the active-cell

structure. Results are calculated in each case for a specified Initial separation and

an assumed uniform distribution of both vehicle headings , every 15~ around the

clock. Combinations of headings producing init iall y positive range rate are screened

out . In each case, a total of 335 engagements are calculated and scored.

The result s for the first example to be presented illust r ate the effects of

gross modeling changes and were calculated without the active-cell structure, I. e.,

with no switchings between guidance laws , save for a switch to “breakaway” guidance

by a capturing vehicle in an attempt to avert mutual capture . The following table pre-
sents results conveying an idea of the effectiveness of Vehicle #2 ’s wide-angle weapon ,

the first column assuming the weapon inope rative , the second ope rative , both incor-

pora ting the maneuve rability and performance penalties inc idental to the weapon

ins tallatio n.

TABLE 1

EFFECT OF WIDE-ANGLE WEA PONR Y

~~~~~~~~~~~~~~ T mi.
sep. WIde-angle weapon WIde-angl. weapon

Outcome Inopera tive operative

1 1 captures ) 130 73

2 (2 captur ss) 52 87

3 (mutual capture) 28 74

4 (1 dIsengages) 120 95

5 (draw ) 5 6

_ _



As mentioned earlier , it is assumed that a mutual capture takes place if ,

within 3 sec. of a capture , a capture of the opposite type takes place, this ac-

counting roughly for lag in weapoc effectiveness (e. g . ,  lB missile time-of- fl ight).

The effect of reducing this 3 sec. mutual-capture period to zero is shown in the

following table.

TABLE 2

EFFECT OF MUTUAL -CAPTURE PERIOD

2 a. ml. 3 sec. 0 sec.
sep. mutual-capture mutual-capture

Outcome period period

1 (1 captures) 73 115

2 (2 captures) 87 121

3 (mutual capture) 74 13

4 (1 dIsengages) 95 80

5 (draw) 6 6

The effect Is seen to be ap preciable and warrants careful modeling.

It is noted that some of the captures in these and other results occur initially,

befo re any evasive maneuver , and this Is quite real istic; in fact , reality has ~ high

Incidence of such encounters , reflect ing the advantage of surprise.

Table 3 shows the effect of eliminat ing the turn-and -dash -away guidance op-

tions for both vehicles. Elimination is seen to be of minor importance at an initi al

separation of 2 ii. mi . ,  but decisively In favor of the wtde-angle-weapon- equlpped

vehicle at 4 n. ml. in shar ply reducing the number of draws.

25 
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TA BLE 3

EFFECT OF TURN-AND-DASH-AWA Y OPTION

4n. mL

tu rn- an d- no turn-and - no
dash -away turn-an d- dash-away turn-and -

Outcome optio nal dash-away optional dash-away

1 ~l captures) 73 76 0 0

2 t2 captures) 87 S7 0 42

3 (mutu.a.1 capture) 7-1 77 0 21

4 ~1 disengages) 95 90 272. 5 270

3 ~draw) 6 5 62. 5 2

Table 4 presents results v~i th  an ac t tvc  cell bu ildup based upo n the min i -
max rule in comparison w i th  correspond ing results obtained without the active
cell structure. The reduction in the numbe r of mutua l  captures is ot pa rtI cular

intere st . Results va r ~ considerably wi th  in i t i a l  separation , :~~ show n ~n Table ~ .

T A B L E  4

E F F E C T  OF ACT IVE-CELL STRUCTURE

~~~~~~me sep. c e t r e  cell st ructure

1 ii  captures) I
2 (2 captures) 109

3 (mutUal capture ) 74

4 (1 diseng ages

5 (draw) .45

26
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obtained employing the active-cell structure. The pattern of 8trategtes emerging is

of interest. For Larg e initial separatio ns , engagements tend to be head -on should

both participants be aggressive , but thi s leads to mutual capture , which both rate

very low in the assumed preference order. Hence , the outcomes tend to be mainl y

draws and disengagements. For very large separations , Vehic le #1 has ample time

to gain energy prior to engagement , and therefore can Insure a disengagement instead

of a draw in a prep onderance of cases. La rge-separation scenarios are realistic onl y

with assumed surface-rada r assistance to furnish the equivalent of the required visi-

bility ; settings in which both vehicles are provided such assistance are relatively

rare.

TABLE 5

EFFECT OF INITIA L SEPARA TION DISTANCE

~~~~~~~~~~~~ Sepa ration 1 ~ . ~~~ . 2 n. ml.  3 n. ml .  4 n. mi.

1 1 captures ) 113 38 32 2
2 ( 2  captures ) 197 109 69 6’

3 ( mutual capture ) 19 16 9 4
4 ( 1  disengages 2 127 194 195

5 ( d raw ) 4 45 31 66

Close- in , draws and disengagements occur less frequently, and mutual

captures tak e place occasionall y in spite of the assumed preference ordering .

The wide-angle weaponry generally produces a high exchange ratio In favor of

Vehicle ~2 . Dash-away is rarel y adopted close-In as a means of retreat on ac-

count of vulnerability to the 2 n. ml . narro w-angle weaponry In a rectil inear

tail chase .

27



The bulk of computatio nal expense tur ns out to be in the bui ldtng up of the
active-cell structure ; the expense of evaluation runs is relativel y sm all , even fo r
a large family of engagements. Expense rises sharply versus the maximum time
of engagement specified ; however , fe~ additional capture cells are accumu ’ated
past 15 or 20 seconds . Probably the 30-sec.  max imum t ime is excessive for
applicat ions of the kind t y p if i e d  by this example.



SECT I ON XIII

REPRISA L GUIDANCE

The subject of differential games is sti ll young (Ref .e. 9 , 10 , 11), but much

progress has already been made on its theory , and eno~gh done with simple ex-

amples to tempt engineers and ~ ‘~ rattons analysts into appl i cations work . Ap-

plicat ions th ink ing has been dominated , quite properl y, by the problem of obtaining
approximate solutions , either by simplification of syste m models or of solution

procedures . Littl e attention has been paid so far to the exploitation of solutions

already In hand for closed-loop cont rol pu rpose s . The present section looks at
the possib ility of removing some of the conservatism inherent In gaming calcula-
tions In pursuit evasion applications. It owes much to discussions between the

writers and Eugene ClIff  of VP!.

It is bits~c to different ial gam i ng that each partic ipan t p lays optimally , any

departure by one s oppo~ ent being assumed momenta ry and not wort h considering

!or pLanning pu rposes. Control policies bared upon the ex~rapo lat ior- of an opponent’s
curren t depa rtures from optimalitv are sometimes cal l ed ‘ reprisal strategies ’.
and have not been widel stud ied . One extreme is ext rapolation of an opponent’s

t rajectory , under some plausible assumption about his controls , for p~trpoees of

solvi ng one ’s own pursuit (or evasion) problem as an optimal-control problem.

The other extreme attempt s to exploit a real or perceived advantage In system -

delay time (the sum of Information-proce ssing and control delays) based upon short -
term considerations. For this , there is an applicable theory of upper and lower
games (Ref. 11). Att ention is directed in the following mainl y to the practically

i mportant cases Inte rmediate between these extremes.

There is an obvious additional margi n to the In formationally-advantaged
player in a discretized sequential gam e, such as the present one , I . e., to the

playe r who makes his choice with knowledge of his opponent’s choice . In pursuit~
evasion gaines , and In othe r diff erential games in which the Hamiltonian function

29



fl i s separable , this advantag e is supposed to disappear in the l im i t  as the discretiza-

lion t i r n e - L u c rernent shrinks to zero (Ref. 11.  It appears , however , that the effect

of non zero time-step may be substantial. There is also an impo rtant related effect ,

v iz .  , that the I nformationally -advan taged player must~play cloeed-loop to retain his

adv antage. ()therwise , the use of open-loop-optimal strategy against nonopttmal
play ma~ resul t in penalties. The effect is equivalent to that of successfu l decep-

tion by his oppo nent.

A ~‘r epr isal”  guidance po~Lcy , i . e . .  one which atte mpt s t exploit perceived
de’pa r~ .r.~s fro m op t ima l i t v  by one ’s opponent by extrapolation of his errors , may

~ s t . ~~tz ~~t vt a minor  changes in the cell buildup process. If one assumes that

err  r ’~ w i l l  p~ ‘st ~ t for a t ime pe riod equal to the basic bui ldup t i m e  increment ,

f ’ r  t ’x .v~ p 1r . the pr ) ce. I~ rt ’ is to erase the top lay er  and rebui ld it as many times
‘~ p~ r..~nt has guidance options , in each i n s tance  a s suming  th at  the opponent’ s

fr e~ ~m is r e s tr i (’t~~i to the par t icu lar  option.  This genera t e s  several t~ p Ltvt ’r s ,

three or four  :n the example , to  be used seie ’et ive lv le~’~ nd ing upon t he i i k .n e n t ’s

choice f contro l .  It  the opponent pE ar s op t ima l l y , the guid anc e selected s o p t i n a l

in ~hr r e f t ’r t ’nce — or der ~ i scn se~ emp loyed in  the bui ldup.  The r i sk lies ent i re ly  in

t he assumption tha t  euc s perception of the opponent ’s cont rol j s  ~.ist enough and

accurate enoug h t o trust .

Extrapolat ion of opponent ’s e rrors for a t ime spanning seve ral layers of

subeel ls is also possible and a t t rac t ive ; these l ay e r s  are simp ly rebuilt the requisite

number  of t imes , assum i ng tha t the opponent’ s guidance is loc k ed in to each choice

in turn  for the ent i re  ext rapolat ion time-span . In this case , the guidance generated

~s not op t imal  against optimal play : one cannot have everything.  However , a com-

promise suggests itself , viz. , use preference-ord ered -optimal guidance when one ’s
opponent is play ing opt imally — ext rapolate onl y in the face of nonoptimal play .

Such a mix might  be called a minimax-repr i sal composite.
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SECTION XIV

ILLUSTRA TIV E NUMERICAL RESULTS FOR REPRISA L GUIDANCE

The example is identical to that of Ref. 1 except tha t the speed and turn-rate
cha racteristics of the two airc raft are equal — In the present case both are F-5 ’s —

and the disengagement outcome , a special type of draw , does not appear as a resul t
of thi s. Aircraft #1 ha. a narrow-angle (± 1 00 ) weapon effe ctive out to two nautical
mile.. AIrc ra ft ‘2 has an Ide ntical weapon and , in addition , a wide-angle weapon
~60

0 semi-ape x anglel with a reach of 1.5 a. ml . There are 250 cells each parti-
tioned into 10 subcells of 3-sec . time-remain ing Increment. A draw is declared
if no capture has occurred by 27 second s. The family of encounters for this ex-
ample consists of the 250 cases initiated from the cell midpoints.

Table 6 summarizes results obta ined for this family first  under the assump-
tion that bot h p laye rs make minimax control choices , the term being used here loosely
to dc~iate preference-ordered-opt im al . These results Indicate the sort of superiori ty
fo r ‘2 that might be expected as a result of his weaponry advantage.

TABLE 6

EFFECT OF G U I D A N C E  OPTIONS

Both #2 ha rd -tu rn I ng #2 ha rd-turn i ngtco me mi nlmax #1 reprisal (3 sec.) *1 reprisal (30 sec.)

1 ( 1 1  capt ures) 21 18 19

2 ( ’2 captures) 91 84 68

3 imutua l capture) 30 39 35

5 (d raw) 108 109 Y 2 8
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Results are also shown for two cases in which ~2 is Locked into hard-

turning guidance toward his opponent. There is a shift in favo r of Ii , reflected

in reduction in #2-captures , dramatic for the case of long-term extrapolation

to T as much as 30 seconds. The reduction In al-captures Is believedmax
attributable to coarseness-of-mesh in combination with the fact that man s’ draws

are near-capture s. It should be borne in mind that ~5 of the captures occur

initial ly, in the captu re set: 10 el-captures . 52 ~2-captures , and 23 3—captures.

Traj ectory compa risons are given In Fig. 5 for two cases in which 01 gains
by long-term extrapolation (30-sec. reprisal ) .  In Fi g. 5A , min imax optimal play

results in a 2 capture as a result of an ini t ia l l y gentle turn by ‘2 producIng awk-

ward geometry for • I • who turns a~~av but cannot subsequently avoid ‘2’ s wIde-

angle weapon. In the case of hard-turning steering by •2 , wh i ch Is overly aggressive

in the c~rcuinstances , ‘1 , by tu rning to the attack , can effect a mutual captu re. In

FIg . 58 , tni nima.x opt imal play results in a scoreless tall chase, while ha rd-turning

to the attack by •2  proves unwise , resulting in a 1 capture.
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SECTION XV

ALTI TUD E CHOIC E AND “MAKIN G USE OF THE VERTICAL ”

When the F—I was first Introduced into service , it flew In mock combat

against the older F-S • not very successfully at first . Over a long period , Literally

years , the F-4 pilot., gradually learned how to take advantage of the ai rplane ’s

ability to reach higher energie. than the F- ’ , and of its generally higher ene rgy

rate (specific excess power , P )  by “making use of the vertical”, until the F-B’ s
turn- rate advantage in the “normal” altitude-airspeed range was eventually over-

come (Re f . 12) . The evolution of good , or even Improved , tactics evidently takes
muc h Longer than does tr aining to execute curre ntly-recommended tactics , es-

pecially where vert ica l-maneuvering aspects are impo rtant. it is suspected that

the limited flight and simulator mock-combat experience with thrust-augmented -

lift versus relative ly high-p owered conventional aircraft suffers from a fairly

seve re case of this same ailment .

The preference-ordered gaming work of Ref. 1 was Inspired by results ob-

tained on a two -cockpit simulator in the study of Ref . 7 , whI ch explored the potential

of Large-envelope wide-angle weaponry . No tendency to take the engagement to either

extreme of altitude was noted In the simu lation study , and this is perhaps attributable

to a La rge extent to the briefing Instruction: “be aggressive ’!. The modeling of Ref. 1

is 2-D, except for delibe rate dIsengagement to a high -energy haven , t reated on a

sim plified oasis . This resulted partly from the investIgation ’s Initia l purpose , viz. ,

to Ulun~inat e the simulation data , and was due partly also to a natural Incl ination to

deal with the simp ler problem first , deferri ng an attack on the 3-D problem,

In the following , the question of altitude choi ce will be taken up for the case

of r&le-dete rmined pursuit/evasion with “weli-separated” geometry, 1. e., each

combatant initially weU out of reach of the other ’s weaponry. The characteristics

of the two aircraft of Ref. I will be used for example computations. As 1. usual
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with gam ing Logic , the tactics emerging are sha rply tailored to differences in the
cha racterist ics of the opposing vehicles and , in this sense , the fi nd ings are spe-
cialized . Yet the approach for a general pair of combatants will be appar ent.

The altitude-choice logic emerging is of interest for use in future application of
gam ing tactics to 3-D point-mass simulations.

ModelIng attractive for gam ing choice of altitude In the well-separated case
is that of Ref. 13, based upon the Game of Two Cars. The scenario has the veh icles

role-designated and initially arrayed line-astern. The evader allows the pursue r to

app roach to a certain distance , meanwhile adjust ing his own alt itude; then he executes
a breakaway maneuver. If the evader ’s normal acceleration capability exceeds that
of the pursuer , a miss develops whose horizontal component I s estimated by Eq. (7)

of Ref. 1~l:

V 
__ 

V
R - 2 V ,, w 2 

- (14~

wher e V1 and V2 are t rue airspeeds of evader and pursuer , respectively , and

and are their respe ctive tu rn rates. The vertIcal component of the miss is the

diffe rence in altitudes , chosen by the pu rsuer. Two limit in g cases for the vehicl e

speeds were examined in Ref. 13 , the case of marginal overtaking speed and the case

of a speed advantage chosen by the pursuer for maximum norm al accelerat ion. A

speed assum ption appropriate to the present application Is that both airc raft speeds

are determined from current specific-energy values and choices of altitude. The

pursuer ’s altitude-speed choice , constrained by a r equirement that his speed equal

or exceed the evader ’s, La mad e so as to minimize the root-sum-square of horizontal

and vertical miss components.

If the jo int state vector is within the “draw” region ,, an extended -duration
chase is likely and , in thi s case, susta inable-acceleration figu res are appropriate



for niias estimat ion. On the other hand, maxlnium-Instantan.oua-acceleratton
figu re. are applicabl, within a capture region La state space , or near its
boundary ,

Consider first the case of specific energies of the example ai rcraft equal
at 33K , extended-duration assumpt ions , Airc raft 02 the pursuer and #3. the
evader. In thi s setting, the relatively clean and light AIrcraft 01 takas the
chase to low alt itude , drawIng #2 down near his fl ight envelope ’s lower-l imit
altitude, approximately 4000 ft . ,  generating a substantial sustainable-g de-
ficiency and miss , about 2300 ft. (FIg. 6 ) .  If the pursuer has less specifi c
energy than the evader , he finds himself worse off , as the requirement to at
least match his speed to that of the evader forces him to descend below the evader
to a region of high dynam ic pressure and high drag . In the case of pursuer energy
higher than the evader, computations by rote predict a serious problem by virtue
of high drag ; however , a littl e reflection shows that excess energy is easily dis-
posable, in the particula r scenario , by throttling and speed-br~k1ng, and that,
f~irthe rmore, some can be traded advantageously fo r higher-than-sustainable

turn rate. So the worst case for the evade r is pursuer energy slightly higher tha n
his own.

In the case of not -quite-so-well-separated geometry , capture possibly
imminent , sim ilar miss computations carried out with maximum Instantaneous

turn rates are of I nter est. The pursuing Aircraft 02’ s weight disadvantage
enters the miss computations, but his drag disadvantage does not. However ,
when the miss is small or zero , the drag disadvantage, of co~rse, Influences

the energy-r ate comparison that decides the evasion altitude. With equal ener-
gies , the miss Is small over the entir e altitude range ; the maximum Is 300 ft.
at the upper limit of the flight .~velope, approximately 27 , 000 f t . ,  where there
Is a 500 ft. /sec. energy-rat, margin La favor of th . evader. With a pursue r



ener gy disadv antage , the greatest miss occur s for the same high-altitude choice ,
and the miss slightly exceeds the energy difference. I f the pursue r has an energy
advantage , descent to the lower reache s of the envelope becomes attractive , pri-
marily on energy rate.

With the relativ ely heavy and aerodynamicall y dirty Aircraft ~2 as evader ,
dominating the choice of altit ude , well -separated engagements find the evader
moving aloft to the top of this flight envelope . With energies equal to 31K , or
with a pursuer energy advantage , the mIss estimate , employing sustainable turn
rates , is zero over the whole altitude range and the evader ’s choice of the upper
end Is made by comparing energy rates . I f the pursuer has an energy deficiency,
the miss is constant at the value of the energy difference over the altitud e range,
and again the energy-rate balance decides. The balance Is unfavorable to the
evader over the whole altitude range, but it is least unfavorable at the high end .
Similar results emerge when maxlmum-ingtan ta.neous-rate turns are assumed.
The Long-term trend I n the draw space is against the evader.

_ 
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SECTION XVI

POINT-MASS SIMULATION

The equations of motion , data representation , and control logic for the one-

on-one point-mass-modeled air-combat simulation are descr ibed in the following.

1 . EQUATIONS OF MOTION

Motion of each aircraft satisfies a constant-mass three-degree-of-freedom

syste m of differential equation s as follows :

h — V stn ~v

g cos u g
= 

WV 
( L + T sin a) -~~~ Cos v

V T ,7 cos~~ ~~~
- W

g ( L + T ~ sin 0) sin u
V W c o s y

x V cO sy s in X

y V cosycos X

2
Here h is altitude, y flight-path angle to the horizontal , £ — h + specific

energy, V velocity magnitude , x headIng angle , x and y horizontal position

components , ~ ban k angle , T maximum thrust , ?7 , 0 ~~~~ 1 , throttle setting,

L lift , D d rag , and a angle of attack. Geometry in the horizontal plane , as

viewed from above , Is shown in the followLng sketch.
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The beari ng ang le ~ is defined by eq. (11) .

2. DATA REPRESENTATION

Max imum engine thrust T(M , h) is represented as a fun ction of Mach

number M and altitude h via doub le-ta ble-looku p featuring a rectangu lar array

and cubic-spline-la ttice interpolation (Ref. 14). Lift and dr ag are given by

L = q Si~~ qS c~ a

D - qs[~~~~+ 
%~~~~~~

+ a
~~~~ ]
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The lift is modeled as linear with angle of attack , a , and the drag quadratic with
lift coefficient C~~. C,~~ is dr ag incre ment due to fully extended speed brakes;

the brake setting Is a ,  0 ‘ ~ ~. 1 . Zero-lift drag coefficient CD(M) is represented

as a tabular function of M , with cubic-sp line interpol ation. The dr ag increment

C,~~ is taken as a fixed fraction (Input) of CD . The drag -due-to-lift coefficient

C.~ (M) is a tabular function of M with spline interpolation.
CL

2

3. BANK-ANGLE LOGIC

For a hard-tu rning mode , the lift coefficient C
L is taken as

C~~~~~~ min \ C.~~~~5

Here C.b(M) is maximum lift coefficient , a splined tabular function of M , and ~
is structu ral Limit Load factor.

For a sustainable-turn mode , C~ is taken as

1~~~~ ii• wCL min \ CL , S , CL

where C1 is the lift coefficient for sustainable turni ng, approximated as that

for T ’ D ~

_ _ _  

CD

j  
CL J q SC~~~~~~~C~
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With Ax ~ x2 - x 1 , Ay — y
2 

- y 1 , and Ah = h2 - h
1 

, the pursuit plane
for Vehicle 1 is defined as the plane containing the line of sight and the opponent ’s
velocity vector. The slope of the plane contaIn ing the line of sight and Vehicle 2’s
velocity vector is

U . 2  . 2
/ (Ah y

2- A y h 2) + (A x h
2- A h x 2)

4/
( A x y 2 - A y x 2

The component of gravity normal to this plane is g/~/i + 52
2 and the

ban k ang le 
~~ 

requ i red to balance this component of gravity Is

W
I

~~~ ~ 1p 
( L 1 + T1 sin a

~ 
cos

w
If I 

— > 1 , cos = 1 . Here L and o
( L 1’ T1 sin a 1

) .Ji+s cos lp 1

are the Li ft and angle of attack of the first vehicl e. The sense of the bank angle

~ ip is dete rm ined by

i~ 
~~~~~~~~~~~~~~~~~~~~~~ 

o

i f O � ,~~-~3 + i ~~� - ‘ F

where the test quantity has been defined to Lie in the range ~7 � 
~ i 

- + IT � - IT

by the addition of an appropriate integer multipl e of 2 ‘r .
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The corresponding definitions of s
~ 

and are given by

S - 
j

I7~~h ir i~ A y h 1~~ + (Ax h 1- A h i 1?
1 (Ax Y1 - A y x1 )

w
* 2

cO S M
2

sin 02)  ./ 1+8 1 CO B~~’2

W2 > 1 , cos = 1

( L 2~~t, sin a9 ) ./1~~s1 cos~ .9

� O  j f O �~~ -~~~~~~- I T2p 2

~
‘ ~~0 i f  I T � \ - A � O
2p 2

It is of future interest to construct a one-on-one point-mass-modeled sImu-

lation program employing contro l logic along the general lines of Ref. 1 and the

presen t sect ion , i .e . , control policies patched together selectively from preca l-

culated gam ing computations carried out with various sImplified models. 2-D

Game-of-Two-Cars modeling , as In Ref. 1, will apply for nearly-equal energ ies

and well-determined roles, I. e., within the capture regions of active-cell struc-

tu re which has been precalculated at two or more equal-energy points assuming

“corridor” altitudes. The reference plan e of th t~ 2-D maneuveri ng will not , in
general , be horizontal but will derive from 3-D orientation of velocity vector s.

When one comba ta nt has an energy advantage, the evader ’s altitude command will

be biased in the direction of the altitude-choice logic of the preceding section , for

well-separated geometry , and similar logic worked out for close-tn geometries

using “scissors ” and “turni ng-game” (Ref. 3) modeli ng.
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SECTION XVII

CELL BUILDUP AND EVALUATION PROGRAM

Four turn rates are input for Vehicle # 1 :  maximum instantaneous , maxi-
mum sustainable , zero ( ‘stra ight-flight” option) , and maximum instan taneous

again (“turn -and-dash-away ” option) . These are calculated separately, wi th velocity

val ues corresponding to constant specific-energy , altitud e unrestricted . There are

three turn rates for Vehicle ~2 ;  the “straight-flight” option Is missing . If the
best-tu rn and best-dash altitudes for the two opposing aircraft do not come out rea-

sonably close (as they have in the examples report ed) , a compromise is required

to fo rce the scenario into 2-D.

The program flows In the following manner. Input is read in via N A M E -

LIST INP and then writte n out. If IPC equals zero , there are no existing cells
and the program p roceeds to generate a set of cells accord ing to inpu t specifications

with NRT , NXTI , and NXT2 determining the number of cells to be generated .

Us ing the i nit ial  conditions of the centers of all the cells , the capture set is found.

If the cente r of a cell results in a mutual capture , the cell is assigned a 3 for

capture and 0 for guidance , then i s added to the capture set. If the center of a

cell indicates a 1 or a 2 capture , then 12 three-second t rajectories are inte-

grated and , depending upon input , eithe r a minmax or ma.xm(n solution of the re-

sult an t matr ix determines the row and column to be used for guidance , filli ng all

ten layers of the cells wi th these values. This completes the capture set. The

rest of the cells are generated , layer by layer , usi ng different sets of trajectories.
Beginning with start ing tim e , TZERO , equal to the shortest time-to-go value at

the outset , it is then successively decreased by three-second increments unti l

TZERO 0 .

It is not necessary to build all the layers In one run . The cells are saved ,

after each layer has been completed , in a tempora ry file called TAPE 1 internally.
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The cell buildup terminates after an input number of layers have been accuniulated
(maximum = 10). During this time , prim ary as well as secondary , or reprisal ,
cells are built (according to an input tr igge r) . If the cells are being built piecemeal,
one has to make sure that the vartous options used are exactl y alike , to avoid get-

ting a mixed bag . (See INPUT section : IFN , LGI , MTP L , MMID , speci fically. )
N A.MELIST INP2 is used when the cell buildup is a continuation of a previous partial
buildup or if evaluation trajectories are requ i red . Some items are repeated In bot h

na.melists in order to facilitate printing of in put data .

Three different evaluation runs are made.

1. Evaluates all combinations of initial ~~ ‘s and 
~2 ’

~ 
from

input tables of a~x~

2. Evaluates trajectories start ing in the center of selective cells.

3. Evaluates trajectories start ing in the cente r of each cell .

Each run prints a matrix of predicted outcomes vs. actual results in addition to a

summary total for each capture type. A diagonal matrix indicates that all the pre-

fiction s were satisfied.

The inpu t required for use of the program is defined in the following section.
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SECT ION XVIII

INPUT

Definitions of the var iou s input quantities required for operation of the cell

buildup and eva luatio n program are listed below.

NAMEL IST INP Default
Xl = x component of Vehicle 0 1 0.

Yl = s component of Vehicle ‘1 0.

X2 = x component of Veh icle ~2 0.

Y2 = Y component of Veh ick 2 0.

C = navigation ratio; used in x C~ 0.

NPRN = Increment al numbe r of iitegration steps — used to 10000 .
obta in a detailed prin tout every NPRN integration
steps

DELI initia l integration interv al 0.

R iB radius of captu re for Vehicle ‘1 12152 . 231

R2 1B radius of capture of Weapon 1 for Vehicle ~2 12152. 231

R22 B radius of capture of Weapon 2 for Vehic le ~2 9114 . 173248

SIG 1 angle of capture for Vehicle 0 1 io?

SI G2I — angle of capture of Weapon 1 for Vehicle •2 io?

0S1G22 angle of captu re of Weapon 2 for Vehicle 02 60 .

NEQ number of equations to be integrated 6

V1T(12) = velocities for Vehicle 01 — one for each element 0 .
in the matrix

XBDIT( 12) = ~ ‘s for Vehicle ~1 0.
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Default

V2 T(12) — velocities for Vehicle 02 0.

XBD2T(12) — ~ ‘s for Vehicle #2 0.

TMXT( 12) - maximum t ime for each element in the matrix used 0.
for evaluating 4’s

NXI I number of entries in XT1T table 0

NX12 — number of entr ies in XI2T table 0

Xli T(40) - table of Initial 
~ 1 for eval uation runs

XI2T(40) - table of initial ~ 2 for evaluat ion run s

TMXM - global TMAX — maximum t ime for each trajecto ry

C2 used in eq. (8) 0.

NRT number of entries in RTBL 0

NXT 1 number of entr ies in XI1TB 0

NXT2 numbe r of entries in XI2TB 0

RTBL (5) - radii represent ing endp oints in cell structure 0.

Xli TB (14) - values of w -  ‘,
~ ~~ 

6 for endpoints in cell structure 0.

XI2TB(10 - values of ‘K 2 - 8 for endpoints In cell structure 0.

ITC I num ber of top layer to be generated during cell buildup 2

IPR ~0 pr ints celL. 1
*0 suppresses cell print

IPC -0 start cell buIldup 0
*251 for continued buildu p and evaluations

LPL I (5) - preference orde r when scanning rows 1, 4, 5 , 3 , 2

IPL2 (5) - preference orde r when scann ing columns 2, 5, 4, 3 , 1

C3 - u s d  In eq. (9) 1000.
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Default

LCOP — 1 or 2 - minm ax is used for score 0

= 3 or 4 - maxmin Is used for score

RThI~5) = radii representing midpoints of cells 0.

X 1T M ( 14 values of 
~~~~~~~~~~ 

‘~ for mIdpoInts of cells 0.

X2Th 1(10 values of ‘
~~~~,

- 8 for mid points of cells 0.

IFN 0 - use reprisal set of cells 1

= 1 - use primary and secondary cells

— 2 - use pr ima r y cells only

CO NI2 constan t for choosIn g Q logic during mtnmax or 1 , 2
maxmin evaluati ons

LG I 0 - normal guIdance 0

-
~ I - override with first column guidance

2 - override with first row guidance

MT PL = 0 - norma l bui ldup 0

* 3 - first column only

= 4 - first row only

— 0 - no reprisal cells 0

= 3 - reprisal buildup with fi rst colum n guidance

4 - reprisal buiLdup with first row guidance

K3 number of seconds for blind i ng contestants 3
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— NAMELIST INP2 Default

ITCP number of last layer generated for pickup of 0
cell buildup

LCNP - number of cells In capture set 0

LCN — total number of cells generated ÷ 1 2

MGLTR a 0 - normal run 0

- 7 - evaluation starting from center of cells

K3 numbe r of seconds for blinding contestants 3

LGI - 0 - normal guidance 0

- 1 - overr ide with first column guidance

* 2 - override with first row guidance

IFN = 0 - use reprisal set of cells 1

* 1 - use primary and secondary cells

- 2 - use primary cells only

TZRN - starting and zero times for evaluation run s 0.

M MID 0 - no reprisal celIa 0

- 3 - rep risal buildup with first column guidance

- 4 - reprisal build up with first row guidance

MTP L 0 - normal buIldup 0

- 3 - ft rat colum n only

- 4 - first row onl y

I
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SECTION XIX

CONCLUDIN G REMARKS

The use of the preference-ordered gaming model In the present application

was inspired by manned simulation (Ref. 7) results obtained on a two-cockpit simu-

lator exp lori ng the potent ial of larg e-envelope wide -angle weaponry . The sparse ,

but i mpress ive , results suggested tha t r6le-determtnatlon decisions are crucial

and that engagements , when decisive , are over vet-s quickly with such weap onry.

The preference-ordered gaming results correlated qualitatively with those of the

manned simulations. The gaming model seems well suited to the study of next -

generation air-to-air weapo nry , which tend s to be lar ge-envelop e, wi de-angle ,

high 1
~K ’ all-aspect.

The resul ts of the present study su~~est that depa rtures from optimality in

the details of air-combat maneuvers are not as impo rtan t as are mistakes in decidi ng

whether to attack , to flee , or to maneuver fo r an improvemen t in the situation relative

to one ’ s opponent withou t committ i ng one ’s self to an attack. A rational e for r6l e-

dete rmination , and for maneuvering In draw situation s is fu rnished by the “t hreat -

rec iprocit y ” concep t . The pre fe r ence-ordered discrete-ga ining computational approach

i n combination with “ reprisal ” techn ique for exploiting the mistakes of one ’s opponent

by ext rapolation seems promising for applications work.

The short-term emphasis in future work should be upon streamlining the

computat ions and upon systematic exploration of mesh-size effect s, mesh-interpo lation ,

and the effect of Informational advan tage. A development of part icular interest is the

blend i ng of the 2-I) cell-stru cture control logic with altitud e logic, along the lines dis-

cussed he rein , into a 3-D point-mass digital simulation. This would provide a simu-

lation model faithfu l to design details with decision and control logic having a basis in

game theory, a combination hitherto unreal ized . In conjunction with manned simulation ,
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the model would likely pr ove useful for study of air tactics , and possibly for training.
Additional cont rol logic could be provided in the cell structure , to permit extrapola-
tion of opponent’s errors , part icularly r6le-decision blunders , for various assumed
periods in study and training exercises.

An exciting possibility I s application to 2 -on-i and , ultimately, to many-on-
many. The advances presently reported fal l precisely In the weakest area of existing
air-combat simulation technology , viz. , control logic. Serious enough for i-on-i ,
this weakness becomes ove rwhelming for the many -on-man y case. The attractive
approach is the use of i -on-I results for instantaneous evaluation of the threat posed
by each vehicle in the fray to each opponent , and the rat ional assignm ent of roles
and individual opponent s , with part icular regard to weaknesses of , and tactical blun-
ders by, the opposition. 
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